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Grammar (CFG) Lexicon

ROOT → S

S → NP VP

NP → DT NN

NP → NN NNS

NN → interest

NNS → raises

VBP → interest

VBZ → raises

…

NP → NP PP

VP → VBP NP

VP → VBP NP PP

PP → IN NP
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Chart (aka 
parsing 
triangle)
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Apparently the sentence is ambiguous for the grammar:  (as the grammar 
overgenerates)
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▪
chart[min][max][label]
▪

▪ chart[0][n][S]
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▪

Can be easily reversed 
on postprocessing 

Also known as lossless 
Markovization in the 
context of PCFGs



▪

▪



A → X
B → X
C → X
…
X → C1C2

…

X → run
X → play
X → sleep
X → love

A → run, 
A → play, 
A → sleep, 
A → love
…
A → C1C2

B → run, 
B → play, 
B → sleep, 
B → love
…
B → C1C2

C → run, 
C → play, 
C → sleep, 
C → love
…
C → C1C2

X → run, 
X → play, 
X → sleep, 
X → love
…
X → C1C2

▪
▪



▪ →

for each unary rule C → C1

    chart[min][max][C] = maximum (chart[min][max][C], 
                                 chart[min][max][C1])



▪

▪

▪



A → B
B → C

A → C



A → B
B → C

B → C

C C,B

A → B

C,B,
A

A → C

scenario 1



A → B
B → C

B → C

C C,B

A → B

C,B,
A

A → C

A → B

C C

B → C

C,B

scenario 1

scenario 2
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Convenient for 
programming 
reasons in the PCFG 
case



Note that this is not a PCFG anymore as the rules do not sum 
to 1 for each parent



Note that this is not a PCFG anymore as the rules do not sum 
to 1 for each parent

The fact that the rule is composite needs to be 
stored to recover the true tree



Note that this is not a PCFG anymore as the rules do not sum 
to 1 for each parent

The fact that the rule is composite needs to be 
stored to recover the true tree

What about loops, like:                                             ? 
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The most standard measure;  
we will focus on it
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Subtree signatures for 
CKY







(NP  A girl)  (VP ate a sandwich)  

(VP  ate)  (NP a sandwich)  
(VP  saw a girl)  (PP with …)  

(NP  a girl)  (PP with ….)  

(P  with)  (NP with a sandwich)  

  (D a) (N sandwich)

1.0

   

    

Associate probabilities with the rules :           
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[Credit: Chris Manning]
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▶ Definition (compare with  backward prob for HMMs): 

▶ Computed recursively
▶ Base case: 
▶ Induction:

 

The grammar 
is binarized

let’s draw...



double total = 0.0



double total = 0.0

double total = 0.0

total = total + candidate

total



double total = 0.0

 double total = 0.0

 total = total + candidate

total



double total = 0.0

total

 double total = 0.0

 total = total + candidate













▶ Definition (compare with forward prob for HMMs): 

▶ The joint probability of starting with S, generating words                       , the non terminal        
and words                       .

 



▶ Computed recursively, base case

▶ Induction?
▶ Intuition:       must be either the L or R child of a parent node. We first consider the case 

when it is the L child.
 



▶ The yellow area is the probability we would like to calculate
▶ How do we decompose it?

 



▶ Step 1:  We assume that       is the parent of       .  Its outside probability,            ,  
(represented by the yellow shading) is available recursively.  But how do we compute the 
green part?  

 



▶ Step 1:  The red shaded area is the inside probability for                 , i.e.

 



▶ Step 3:  The blue shaded area is just the production                               , the corresponding 
probability  

 



▶ If we multiply the terms together, we have the joint probability corresponding to the 
yellow, red and blue areas,  assuming         was the L child of       , and give fixed 
non-terminals f and g, as well as a fixed partition e

 

What if we do not 
want to assume this?



▶ The joint probability corresponding to the yellow, red and blue areas,  assuming        was 
the L child of  some non-terminal:

 



▶ The joint probability corresponding to the yellow, red and blue areas,  assuming        was 
the R child of  some non-terminal:

 



▶ The joint final joint probability (the sum over the L and R cases):
 



▶ The joint final joint probability (the sum over the L and R cases):
 



▶ For PCFGs we need to compute:
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